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Explanations play an important role in learning and inference. People often learn by seeking explanations, and they assess the viability of hypotheses by considering how well they explain the data. An emerging body of work reveals that both children and adults have strong and systematic intuitions about what constitutes a good explanation, and that these explanatory preferences have a systematic impact on explanation-based processes. In particular, people favor explanations that are simple and broad, with the consequence that engaging in explanation can shape learning and inference by leading people to seek patterns and favor hypotheses that support broad and simple explanations. Given the prevalence of explanation in everyday cognition, understanding explanation is therefore crucial to understanding learning and inference.

What Makes a Good Explanation?
In 2012, the Edge Foundation posed the following question to dozens of academics, writers, artists, and intellectuals: ‘What is your favorite deep, elegant, or beautiful explanation?’ They received nearly 200 responses on a variety of topics, ranging from evolutionary biology and theoretical physics to economics and psychology. Despite this diversity in topics, there was surprising consistency in the reasons respondents offered for favoring their chosen explanations. Appeals to simplicity were ubiquitous, and some respondents appealed to generality or breadth. ‘The hallmark of a deep explanation’, wrote physicist Max Tegmark, ‘is that it answers more than you ask’ [1].

The idea that good explanations are simple and broad is not new; it is voiced repeatedly in discussions of explanation from philosophy and the history of science, and it is often espoused by scientists themselves. The philosopher Herbert Feigl, for example, wrote that scientific explanation aims for ‘the comprehending of a maximum of facts and regularities in terms of a minimum of theoretical concepts and assumptions’ [2]. Albert Einstein wrote that ‘the supreme goal of all theory is to make the irreducible basic elements as simple and as few as possible without having to surrender the adequate representation of a single datum of experience’ [3].

Strong opinions about what constitutes a good explanation are not limited to intellectuals, philosophers, and scientists. Over the past few decades, work in cognitive, developmental, and social psychology has revealed that untutored children and adults have such opinions as well [4–10]. Moreover, they similarly value simplicity and breadth as ‘explanatory virtues’ or properties that raise the quality of explanations. How can these virtues be characterized more precisely? And how (if at all) do they influence cognitive processes that often involve explanation, such as inference and learning?

One reason it is important to answer these questions is because explanation plays an important role in many everyday cognitive processes [11–16]. For instance, we might infer that the butler ‘did it’ because this hypothesis best explains the data, or come to understand an opponent’s
chess move by trying to explain why it was chosen. If explanatory preferences influence how these processes unfold, then the study of explanation becomes crucial to the study of learning and inference.

In the past few years research in psychology and philosophy has begun to address explanation and its role in cognition in new and exciting ways. Synthesizing this emerging body of work, I and my colleagues have suggested that when children and adults generate and evaluate explanations, they recruit explanatory virtues, such as simplicity and breadth, as evaluative constraints on reasoning [5] (see also [17–19]). As a result, they are more likely to generate and favor broad and simple hypotheses, and to discover broad and simple patterns, for better or for worse [20].

This article reviews major recent developments in the study of the explanatory preferences of children and adults, with particular attention to simplicity and breadth. Each virtue supports two complementary projects, reviewed in turn. The first is to characterize a given virtue more precisely and to determine whether that virtue—so defined—in fact influences judgments of explanation quality. The second project is to investigate the downstream consequences of invoking that virtue when engaged in explanation-based processes, such as inference to the best explanation (Box 1) or learning through self-explanation (Box 2). Although the second project is conceptually dependent upon the first, the two can be mutually constraining [5]: if engaging in explanation recruits explanatory virtues as constraints on processing, then one can expect the process of explaining to magnify the influence of explanatory virtues on learning and inference. The effects of explanation thus provide clues about the nature of explanatory preferences, and documented preferences provide a basis for predicting the downstream effects of explanation.

Box 1. Inference to the Best Explanation
In a 1965 paper, the philosopher Gilbert Harman coined the term ‘inference to the best explanation’ (IBE), which he characterized as an inference “from the premise that a given hypothesis would provide a ‘better’ explanation for the evidence than would any other hypothesis, to the conclusion that the given hypothesis is true” [48]. IBE can be generalized from an inference concerning a single conclusion to a more general rule for assigning subjective probabilities to explanatory hypotheses, where an explanation’s ‘loveliness’—for instance, its simplicity and breadth—guides judgments about its ‘likeliness’ [49].

One challenge for advocates of IBE has been to more precisely characterize explanatory virtues: the features that make for ‘loveliness’. Another challenge has been to articulate the relationship between IBE and Bayesian inference, and if they diverge, to justify why IBE could ever be warranted (e.g., [50]). Against this backdrop, two developments in philosophy of science and epistemology are worth highlighting.

First, work in philosophy of science demonstrates how the types of explanatory considerations that motivate IBE could be compatible with Bayesian inference, and in fact emerge from Bayesian inference over appropriate structures [51,52]. One example of this idea can be seen in ‘Bayesian Occam’s razor’, roughly the idea that simpler hypotheses—in this case meaning those that are less flexible—will receive a probabilistic boost because the prior probability assigned to the corresponding set of hypotheses will not be distributed over as many possibilities [53]. Within this approach, IBE is not only compatible with Bayesian inference, but in fact responsive to the same epistemic considerations [51].

Second, some contemporary formal epistemologists defend ‘explanationism’ as a probabilistic alternative to Bayesianism [54], and identify conditions under which explanatory judgments can lead to inferences that are more accurate than those based on the application of Bayes’ rule [55,56]. To understand this result, it helps to remember the sense in which Bayes’ rule is an optimal inference rule: it minimizes average, long-term inaccuracy. With a different epistemic goal—such as being mostly right in the short term—an alternative rule for updating beliefs can outperform Bayes’ rule, as shown in a series of simulations [55,57]. Moreover, models that incorporate estimates of explanation quality offer a better descriptive characterization of people’s inferences than do models that compute posterior probability directly [58,59], see also [60].

These developments support an important role for IBE in describing people’s everyday cognition and in achieving important epistemic goals. However, they differ in whether they assimilate IBE to Bayesian inference or instead offer it as an alternative. It may be that each approach is partially correct, depending on the explanatory virtue in question.
Box 2. Learning by Explaining

Explanation and learning are intimately related. In educational contexts, explanations can transmit information from instructor to student (e.g., [81]), and are used to assess student understanding (e.g., [62]). Moreover, the very process of explaining, even without feedback, can have powerful effects. This phenomenon is known as the self-explanation effect [63,64] and has been documented in a variety of contexts [65]. For instance, one study found that prompting undergraduate students to explain worked examples of fraction division out loud to themselves improved conceptual learning more effectively than control prompts [66].

Learning by self-explaining is intriguing as an instance of ‘learning by thinking’ [67]: genuine insight or learning can occur in the absence of novel observations or evidence. How is this possible? There are several mutually consistent proposals. For instance, explaining could encourage learners to draw inferences to fill gaps in their knowledge, and to revise mental models to better accord with what they are explaining [68,69]. Explanation involves the coordination of what is being explained with prior beliefs (e.g., [19,70]), and can lead to better metacognitive calibration (e.g., [71], see also [72,73]). In addition, as reviewed here, explanation can recruit explanatory virtues as constraints on reasoning, influencing the hypotheses a learner favors and entertains [5]. These processes could help learners to generate accurate explanations, and more generally revise their representation of the problem or domain.

Interestingly, there is evidence that benefits of engaging in explanation are not always a consequence of having thereby acquired a correct explanation. For example, one study prompted 8th-grade students to either explain to themselves as they studied a text about the human circulatory system, or to read the study materials twice [64]. Those who self-explained outperformed the control group on a subsequent test, even though the self-explanations were often incorrect. Michèle Chi and her colleagues suggest that generating an explanation can ‘objectify’ erroneous assumptions, helping learners to recognize errors and repair their mental models [64]. In addition, there is evidence that explaining incites processes such as comparison [74] and abstraction [18,33], which can improve a learner’s representation of a problem or domain even if the processes fall short of producing an accurate explanation. These powerful consequences of explaining motivate the proposal that people engage in a process of ‘explaining for the best inference’ (EBI), which differs from inference to the best explanation (IBE, Box 1) in focusing on the consequences of explanation as a process rather than a product [75].

Simplicity

In the Principia Mathematica, Newton advises that we ‘admit no more causes of natural things than such as are true and sufficient to explain their appearances’ (quoted in [21]). Other advocates for simplicity include William of Occam, with his famous ‘razor’ to trim away complexity, as well as Aristotle, Aquinas, Kant, and many more. Simplicity also finds more contemporary advocates, especially in the context of model selection (e.g., [22]). However, not all advocates operate with the same notion of simplicity. Indeed, simplicity is anything but simple to define. An explanation could be simple in the sense that it appeals to few actual entities or to few different types of entities, in the sense that it supports a concise description, or in the sense that it is highly inflexible, to list only a few possibilities [21,23].

Within psychology, only a handful of studies have directly investigated how people choose between competing explanations that differ with respect to some measure of simplicity. Early studies [24] tested a measure endorsed by the philosopher Paul Thagard, according to which simpler theories (and by extension simpler explanatory propositions) ‘make fewer special assumptions’ [25]. Participants were thus asked to select between explanations that accounted for a set of observations equally well, but differed in the number of assumptions they required. For instance, Cheryl’s recent nausea, weight gain, and fatigue could be explained with the single assumption that she is pregnant, or instead with the conjunction of three independent assumptions: that she has a stomach virus, has stopped exercising, and has mononucleosis. Participants tended to favor one of the assumptions in the conjunctive explanation when presented with a single symptom (e.g., they preferred to explain Cheryl’s nausea by appeal to a stomach virus when nausea was her only symptom), but when all three symptoms were present, they strongly favored the ‘simpler’ explanation (pregnancy).

These findings provide prima facie support for the idea that people favor simpler explanations, where simplicity is a matter of minimizing independent assumptions. However, they could also be a consequence of straightforward probabilistic considerations. For example, if the candidate
causes are all rare and have comparable probabilities, it is more likely that Cheryl would have only one rather than a conjunction of three. Subsequent work has therefore provided participants with probabilistic evidence, allowing the experimenter to effectively control the relative probabilities of candidate explanations. This research reveals that when the probability of each candidate explanation is explicitly stipulated, participants favor the more likely explanation, even when it involves two causes instead of one [26]. However, when probabilistic cues are indirect and some uncertainty remains, explanation choices are a function of both simplicity and probability.

In one set of studies [26], participants selected between explanations for an individual’s symptoms that appealed to either a single common cause (simple) or to two independent causes (complex), and they were additionally provided with information about the base rate of each disease. Under these conditions, explanation choices were sensitive to both simplicity and probability. When two candidate explanations were equally likely, a majority of participants selected the simpler explanation. It was not until the complex explanation was 10-fold more likely than the simpler alternative that a majority of participants selected it as the most satisfying explanation for the symptoms. It thus appears that, when the probability of an explanation is uncertain, the relative simplicity of an explanation has a significant effect on its perceived quality.

Even young children use simplicity as a basis for choosing between competing explanations. In a study with children aged 4–6 years [27], the children mirrored the adults from [26] in favoring a common-cause explanation over an explanation invoking two independent causes, and in responding as a function of both simplicity and probability. Interestingly, adults did not show any preference for simpler explanations in this child-friendly task, which involved more transparent numbers and causal mechanisms than prior work [26]. This supports the idea that simplicity informs inference only when more transparent and reliable guides to probability are absent.

More recent work (cited in [16]) has sought to clarify what it is that makes a common cause explanation ‘simpler’ than an alternative that invokes multiple independent causes. One possibility is that participants compare the number of causes invoked in an explanation. Another possibility is that participants favor explanations that involve the fewest assumptions, in this case the fewest causes that are themselves unexplained. Experiments explicitly contrasting these two measures of simplicity find strong support for the latter possibility, and no support for the former: participants favored explanations that invoked the fewest causes that were themselves unexplained, even when that explanation invoked more causes overall (Figure 1). As in [26], this preference traded off with information about probability.

The cases considered so far concern causal inference: general causal relationships are already known (e.g., that pregnancy can cause nausea), and participants are tasked with identifying the best explanation for an individual case (e.g., Cheryl’s present nausea). However, there is also evidence that a preference for simplicity could play a role in causal learning, where participants learn which causal relationships exist by observing multiple cases. Specifically, there is evidence that when inferring which of multiple candidate causes can generate an effect, participants approach the causal learning problem with ‘generic priors’ that favor a small number of strong causes [28,29], but see also [30].

In sum, recent experimental work suggests that people favor simpler explanations, and that this preference manifests in the context of both causal inference and causal learning. Although it is likely that multiple metrics for simplicity operate in parallel, the evidence to date supports two proposals: that explanations for individual events are better to the extent they invoke fewer independent assumptions, and that when learning multi-causal systems, learners favor sparse and strong causal structures.
Figure 1. Differentiating Measures of Simplicity in Causal Explanation. Consider a patient suffering from weight loss and from fatigue. One explanation (A) is that these symptoms result from reduced appetite and insomnia, where these causes are themselves unexplained (and in particular, not caused by the common cause of depression). A second explanation (B) is that depression is responsible for the reduced appetite and insomnia, which in turn caused the symptoms. In a study reviewed in [16], participants were presented with fictional scenarios employing such structures which were designed to differentiates the total number of causes invoked in an explanation (‘node simplicity’) from the number of causes that were themselves unexplained (‘root simplicity’). In this case, explanation (A) has lower node simplicity, but explanation (B) has lower root simplicity. Before making an explanation choice about a particular individual, participants saw many sample diagnoses, which effectively communicated the joint probability distribution over causes. If participants were insensitive to both node and root simplicity, explanation choices should have been a function of this probabilistic information—but instead responses were also influenced by root simplicity. When the root-simpler explanation was less probable than the alternative, participants selected the root-simpler explanation significantly more often than warranted by the probability information alone. There was no evidence that explanations with lower node simplicity (that is, that invoked a smaller number of causes) were favored.

Consequences for Learning and Inference
If children and adults favor explanations that are simpler in the sense that they invoke fewer assumptions or unexplained causes, then actively engaging in explanation-seeking could magnify this preference in a causal inference task. To test this prediction, children aged 4–6 years were presented with two observations that could be explained by appeal to a single common cause or by appeal to two independent causes [31]. Half the children were prompted to explain the two observations, and half to report what they were. A later inference task revealed that 5-year-old children who were prompted to explain the observations were significantly more likely to make inferences in line with the simpler, common-cause hypothesis than were 5-year-olds prompted to report. By contrast, 4-year-olds responded at chance in both conditions, and 6-year-olds favored the simpler hypothesis whether or not they were prompted to explain.

These findings reveal that engaging in explanation can exaggerate the influence of simplicity on reasoning. However, they also suggest some boundary conditions: the predicted effect was only observed for participants in the middle of the age-range tested. It is likely the younger children found the task too demanding, but the shift between age 5 and 6 years is less clear. One possibility is that older children engaged in explanation spontaneously (see [32]), attenuating the effects of the experimental manipulation. Another possibility is that explaining helped 5-year-olds overcome the appeal of more salient and familiar causes, unmasking their explanatory preference, whereas 6-year-olds were better able to resist the salient and familiar on their own (see [33]).

More subtle measures have revealed a complementary effect of explanation in adults [26]. Participants were required to choose the most satisfying explanation for an individual’s symptoms, and also to recall data they had observed earlier in the task about the frequencies with
which candidate diseases (co)occurred. Participants who chose a simple explanation when it was unlikely to be true also tended to systematically over-report the prevalence of the disease invoked in that explanation. However, this effect was greater when the explanation task came before the memory task, suggesting a causal influence of engaging in explanation on subsequent memory [18].

The studies reviewed above used well-controlled experiments to document systematic effects of engaging in explanation on the role of simplicity in reasoning, but it is likely that, in more-realistic settings, such effects are even more pronounced. People may be more likely to spontaneously entertain simple hypotheses (failing to recognize complex alternatives when they are not made salient), and to more readily remember and communicate them. For those interested in improving real-world decision making, understanding the effects of a preference for simpler explanations may be all the more important.

Boundary Conditions
Simpler explanations may not be judged better along all dimensions. In particular, there is evidence that complexity may be better when it comes to evaluating plausibility or establishing expertise, although work demonstrating these effects has quantified simplicity in variable ways, and has not always measured explanatory judgments directly. For example, arguments with more premises (and hence more assumptions) are sometimes taken to better support their conclusions [34] and, in one study, mock jurors were more influenced by an article when the article used complex as opposed to simple language [35]. There is also evidence that in the context of curve fitting, more-complex (i.e., higher-order) lines are sometimes favored because their complexity creates the sense that they provide a better fit to the data [36]. Finally, a set of studies that measured explanation judgments directly found that adults preferred explanations that were longer [37] (Box 3). These results reinforce the point that ‘simplicity’ is likely to

---

**Box 3. Explanatory Vices**

Explanatory virtues are features of explanations that increase their perceived quality, but they often have the additional normative implication that this influence is appropriate. Explanatory vices, then, can be defined as features of explanations that inappropriately influence their perceived quality (see also [76]).

One example is the ‘reductive allure’ effect [77], first demonstrated in the context of psychological explanations. Both experts and non-experts evaluated good and bad explanations for psychological phenomena, where the explanations also varied in whether they included some mostly-irrelevant neuroscientific jargon. Although participants were good at discriminating the good from the bad explanations overall, non-experts did so less effectively when the neuroscientific information was added. In particular, the irrelevant neuroscience made the bad explanations seem less bad. Subsequent work has revealed that both the length of an explanation and references to the brain contribute to the perceived quality of psychological explanations [37]. Moreover, the effect is unlikely to be unique to psychological explanations. Other ‘reductive’ scientific explanations have the same effect [78], and adding irrelevant math to a scientific abstract improves the perceived quality of the research [79].

A second example comes from work on acceptance by children and adults of scientifically questionable teleological explanations. For instance, young children will happily explain that mountains are for climbing, and that clouds are for producing rain [80]. Under speeded conditions, adults similarly err in the direction of accepting unwarranted teleological explanations, such as ‘the sun makes light so that plants can photosynthesize’ [81]. Although adults with scientific training are less likely to accept such explanations overall, they similarly err towards acceptance when responding under speeded conditions [82].

These explanatory vices may be side-effects of reasonable heuristics for assessing explanation quality. In many cases, scientific jargon is a sign of expertise. Thus laypeople may defer to the explanation-provider, and assume that the jargon contains or points to information that would provide an adequate explanation. Similarly, longer explanations are typically more informative. The case for teleological explanations is less clear. Some argue that teleological explanations reflect an ‘explanatory default’ that is suppressed, but not replaced, by non-teleological, scientific alternatives [61,62], see also [63] for relevant discussion. Another possibility is that the preference reflects the operation of a defeasible heuristic, whereby a good ‘fit’ between a structure and a function provides defeasible evidence that a teleological explanation is warranted [84].
correspond to more than one feature of explanations, and that it will certainly trade off against other features in particular cases.

Breadth

Intuitively, better explanations are broader explanations: they explain a broader range of observations or phenomena. This idea is captured by a variety of proposals within psychology and philosophy, and under a variety of different names, including scope [18] and coverage [38]. However, as with simplicity, making the notion of breadth more precise is not straightforward. For instance, is an explanation broader if it predicts a larger number of observations than an alternative, but with lower probability or with less precision? What if an explanation accounts for fewer but more diverse observations? Most research has focused on cases where such tradeoffs do not arise, with the consequence that breadth has remained underspecified.

Breadth finds one articulation by Paul Thagard: ‘Other things being equal, we should prefer a hypothesis that explains more than alternative hypotheses. If hypothesis H1 explains two pieces of evidence while H2 explains only one, then H1 should be preferred to H2’ [39]. Working with this definition, one study [24] presented participants with two or three facts that could be explained by appeal to a ‘narrow’ explanation (which explained only one) or a ‘broad explanation’ (which explained them all). For instance, to explain Cheryl’s nausea, weight gain, and fatigue, participants would evaluate ‘she has a stomach virus’ (which explains only nausea) and ‘she is pregnant’ (which explains all three symptoms). Although participants favored narrow explanations when presented with the corresponding single facts, the broad explanations were strongly favored when multiple facts were presented.

As with simplicity, it can be difficult in such cases to disentangle a preference for breadth as such from more direct probabilistic considerations. In a case such as Cheryl’s, it is very plausible that the three symptoms provide stronger evidence for the broad explanation than for the narrow explanation. With some additional assumptions about the base rates of the various conditions, this renders the preference for the broader explanation a straightforward consequence of probabilistic inference. Similarly, there is evidence that people favor diagnostic inferences that explain a diverse set of symptoms over those that explain an equal number of more closely related symptoms [40], but such effects of diversity can potentially be explained as a consequence of normative, probabilistic inference over causal models [41]. Findings with children are similarly ambiguous (e.g., [42]).

Indirect evidence, however, does suggest that explanatory considerations related to breadth can diverge from those related to probability. In one set of studies, people found an explanatory belief more valuable when prompted to consider all the observations that the belief could explain, without comparable effects on perceived probability [43]. The measure of value used in these studies included how important, meaningful, personally relevant, and societally impactful the explanatory belief seemed to be, but did not include a direct measure of its perceived quality as an explanation. Another study [44] found that explanations (diseases) that accounted for three observed symptoms were judged better explanations than those that accounted for only one, even when the presence of the disease was stipulated. This suggests that, if the relevant consideration is the amount of evidence that the observations provide for the explanation, then the value of evidence extends beyond its role in supporting an inference to the truth of the explanation.

In sum, there is evidence that adults favor explanations that account for more evidence over those that account for less, but it remains unclear whether this preference is a direct consequence of probabilistic inference, or if it instead reflects a preference for breadth as such. As we will see below, the strongest evidence might come from experiments investigating the effects of
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engaging in explanation, which suggest that explaining magnifies children’s and adults’ preference for breadth, with significant consequences for learning and inference.

Consequences for Learning and Inference
If people favor broader explanations, then actively seeking an explanation could bias learners towards hypotheses that support broad explanations. Recent work supports this prediction. In one set of studies [18], participants were tasked with learning two novel categories by studying four exemplars from each (Figure 2). Participants were either prompted to explain why each study item might belong to its respective category (without receiving feedback), or, in a control task, to describe the item, think aloud while studying it, or engage in free study. Participants who were prompted to explain were significantly more likely than those in any control group to discover a subtle rule that accounted for the membership of all eight study items. Those in the control conditions tended to notice a salient but imperfect rule that accounted for six of the eight items, without successfully discovering the broader alternative.

Subsequent work has extended this finding to richer contexts [19] and to causal learning in children [17], and has also identified conditions under which explaining can hinder learning, rather than help [20]. For instance, in one study participants were prompted to either explain the category membership of study items or to engage in a control task [20]. This time, however, half the participants were learning novel categories that supported a broad rule (i.e., one that accounted for all observations), and half were presented with ‘misleading’ regularities, such

Figure 2. Stimuli from a Categorization Task Illustrating the Effects of Explanation on Learning. In one set of studies [18], participants were presented with eight exemplars similar to those presented here, four of which belonged to the category ‘glorp’ and four to the category ‘drent’. The exemplars were designed to support two potential classification rules. The first, more salient rule concerned body shape, with the majority of glorps having square bodies, and the majority of drents having round bodies. However, this ‘75% rule’ only captured 75% of the exemplars. The second, more subtle ‘100% rule’ concerned foot shape: all glorps had feet that were pointy on the bottom, and all drents had feet that were flat along the bottom. As participants studied these exemplars, they were either prompted to explain why each item might belong to its respective category or to engage in a control task: description, thinking out loud, or free study. Across three experiments, those participants who were prompted to explain were significantly more likely than those in the control group to discover the 100% rule (a version of this figure appeared originally in [18]).
that the only way to achieve perfect classification was to memorize idiosyncratic properties of individual exemplars. In the former case, participants prompted to explain tended to learn to categorize more quickly and with fewer errors than those in the control conditions. By contrast, in the latter case, explainers were significantly slower and made significantly more errors. Explainers seemed to perseverate in looking for a good explanation—a simple, broad rule—even when no such rule was available.

Documenting cases in which engaging in explanation can hinder learning is especially valuable for two reasons. First, as with visual illusions, such cases can be highly diagnostic of underlying mechanisms. Cases in which explanation improves learning could potentially be reduced to effects of attention or engagement, but the finding that explanation leads learners to perseverate in seeking broad patterns—even when doing so hinders learning—provides unique support for the idea that explaining recruits the virtue of breadth. Second, identifying such cases has practical value: self-explanation prompts are often used in pedagogical contexts (Box 2), and this work helps to specify when and why they are likely to be effective.

**Boundary Conditions**

In many real-world situations, explanations are evaluated under conditions of uncertainty, and uncertainty appears to change the value of broad scope. For instance, suppose you are a doctor trying to diagnose a patient who could have either Vellereum or Pythium. Vellereum always leads

### Box 4. Beyond Simplicity and Breadth

Within philosophy, a variety of explanatory virtues have been proposed, including a specification of mechanism, precision, fruitfulness, and fit with background beliefs [49]. However, few of these have been investigated empirically. Two exceptions are below.

**Explanatory Power**

One recent development is a Bayesian analysis of “explanatory power”, intended to capture what renders one candidate explanation stronger than another [85]. The analysis begins by identifying intuitive adequacy conditions—for instance, that all else being equal, an explanation has greater power than an alternative if it makes what is being explained less surprising. A single measure uniquely captures these conditions, where the power of an explanatory hypothesis h with respect to a target of explanation t can be expressed as:

\[ p(h|t) \cdot p(t) / p(h|t) \cdot p(t) + p(h|\neg t) \cdot p(\neg t) \]

Subsequent work has shown that this measure captures people’s intuitive judgments of explanation quality in a simple probabilistic scenario more effectively than alternatives [59].

**Mechanisms**

Recent proposals within philosophy tie explanations to mechanisms [86], and within psychology there is also suggestive evidence. For instance, people tend to seek information about mechanisms when engaged in causal attribution [87]. Moreover, explanation statements (“Why Q? Because P”) receive higher ratings when participants are presented with a possible mechanism linking P to Q, and this mechanistic information has a greater impact on ratings of explanation claims than on closely matched causal claims about P causing Q [88].

Additional evidence comes from development. In one task [32], children aged 3–6 years were more likely to learn the mechanism by which a novel toy made a fan spin when they explained how it worked, whether the explanation was prompted or spontaneous. This learning benefit was selective: explaining improved memory for mechanism, but not for causally irrelevant details. In another task [33], children aged 3–5 years observed three blocks placed one at a time on a machine that either did or did not activate. Half the children were prompted to explain why each block did (or did not) activate the machine; the other half to report whether it did (or did not). The experimenter then revealed that one block that had activated the machine had an internal part. The experimenter asked the child to identify which of the other blocks had the same part inside, where one was perceptually identical but had not activated the machine, and the other was perceptually distinct but had. Children who explained were significantly more likely to generalize the internal part to the block with the same causal property, suggesting that generating explanations had prepared kids to assimilate and extend information about unobserved mechanisms.
to abnormal levels of alanine in the blood; Pythium always leads to abnormal levels of both alanine and valine. You know your patient has abnormal levels of alanine, but the test results for valine have not yet come in. Which is more likely, that your patient has Vellerium or Pythium?

This question forces participants to choose between candidate explanations that differ in their ‘latent’ scope—that is, in the number of unverified predictions that they make. Across several studies using stimuli like these [45], participants exhibited a reliable preference for explanations with narrower latent scope (e.g., favoring Vellerium over Pythium), an effect that has been subsequently replicated with children [46]. One proposal, for which there is some support [47], is that people make an inference about the unverified prediction (e.g., that the patient’s valine levels are probably not abnormal because abnormal levels are rare), and then use the inferred evidence as a basis for explanation choice. On this view, it is not broad latent scope per se that penalizes explanations, but instead making unverified predictions that are abnormal or unlikely.

Concluding Remarks and Future Directions

The past decade of research in cognitive and developmental psychology has made important advances in the study of explanation, going beyond the intuitive platitude that simpler and broader explanations are better explanations to a more systematic investigation of what simplicity and breadth amount to, and why these explanatory preferences matter. These empirical advances have been accompanied by advances in formal epistemology and philosophy of science that help to characterize explanatory virtues more precisely, including the relationship between explanation-based inference and inferences based on the application of Bayes’ rule (Boxes 1 and 4).

Although much work remains to be done (see Outstanding Questions), current research makes a strong case for the value of explaining explanation in understanding cognition. Explanation plays a central role in many everyday cases of inference and learning, and as a result explanatory preferences exert substantive constraints on cognitive processes, shaping the types of structure people seek and the hypotheses they favor. Explaining explanation is thus an invaluable step towards a more comprehensive understanding of our remarkable capacity to reason and learn.
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Outstanding Questions

People often favor explanations that are simple and broad, but to what extent do these preferences vary across domains and individuals? For example, do people have stronger preferences for simplicity in some domains than in others? How do individual differences in explanatory preferences relate to other factors, such as culture and expertise?

Much of the evidence for explanatory preferences comes from artificial cases in which explanations differ along a single dimension. However, in real-world cases virtues often compete: the simplest explanation need not be the broadest. How do multiple virtues trade off to determine global explanation preferences, and how do these virtues interact with probabilistic evidence?

When and why is it rational to use explanatory considerations as a guide to learning and inference? In some cases, favoring ‘virtuous’ explanatory hypotheses can improve learning and inference, whereas in other cases the effects are detrimental. Descriptive theories of the role of explanation in cognition would benefit from normative counterparts that provide a benchmark for optimal performance, that allow us to better appreciate the relationship between explanation-based processes and other forms of inference (such as Bayesian inference), and that help to differentiate explanatory virtues that serve a cognitive function from those that are side-effects of other mechanisms or representations.

Prototypical explanations are explicit, verbal responses to some form of query. Nonetheless, explanations can depart from this prototype, and other cognitive products and processes share elements with explanation as well. To what extent do ‘explanatory’ preferences shape forms of learning and inference that are more implicit?

Where do explanatory preferences come from? This question can be asked at multiple levels: in terms of biological evolution, cultural evolution, and human development. If explanatory preferences are learned, what are the mechanisms involved?


55. Schubach, J.N. Inference to the best explanation, cleaned up and made respectable. In Best Explanations: New Essays on inference to the Best Explanation (McCain, K. and Poston, T., eds.), Oxford University Press (in press)


